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All questions are selected from the textbook. Please submit online through Black-

board your answers to Compulsory Part only. The late submission will not be ac-

cepted. Reference solutions to both parts will be provided after grading.

Compulsory Part

Chapter 1 (page 41): 15, 18, 20(b), 24, 26, 27, 29, 32, 34, 36(a)

Optional Part

Chapter 1 (Page 41): 17, 23, 25, 28, 30, 31, 33, 35, 36(b)(c)(d), 37, 38
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Compulsory Part:

15. Proof. It is clear when x = y. If x 6= y,
∞∑
n=0

P n(x, y) =
∞∑
n=1

P n(x, y) = G(x, y) =
ρxy

1− ρyy

≤ 1

1− ρyy
= 1 +

ρyy
1− ρyy

= 1 +G(y, y) =
∞∑
n=0

P n(y, y).

18.(a) Proof. For two nonnegative integers x and y, we have

P y+1(x, y) > P (x, 0)P (0, 1)P (1, 2) · · ·P (y − 1, y) = (1− p)py > 0.

By Q16, x leads to y. Hence the chain is irreducible.

(b) Solution. For n = 1, P0(T0 = 1) = P (0, 0) = 1− p.
For n ≥ 2, P0(T0 = n) = P (0, 1)P (1, 2) · · ·P (n− 2, n− 1)P (n− 1, 0) = pn−1(1− p).

(c) Proof. Note that ρ00 =
∑∞

n=1 P0(T0 = n) =
∑∞

n=1 p
n−1(1− p) = 1. This implies

that 0 is recurrent. Since the chain is irreducible, it is recurrent.

20. Solution. (a) There are two irreducible closed sets C1 = {0, 1} and C2 = {2, 4}.
Hence 3, 5 are transient and 0, 1, 2, 4 are recurrent.

(b) Clearly ρ{0,1}(0) = ρ{0,1}(1) = 1 and ρ{0,1}(2) = ρ{0,1}(4) = 0. By one-step

argument, we have{
ρ{0,1}(3) = 1/2 + (1/4)ρ{0,1}(5),

ρ{0,1}(5) = 1/5 + (1/5)ρ{0,1}(3) + (2/5)ρ{0,1}(5).

Hence ρ{0,1}(3) = 7/11 and ρ{0,1}(5) = 6/11.

24. Solution. Let Xn denote the capital of the gambler at time n, with X0 = x,

where 0 < x < d. The transition function is

P (x, y) =


p, y = x+ 1;

q = 1− p, y = x− 1;

0, otherwise,

for 0 < x < d.

Since the gambler’s game is a special case of birth and death chains, we can use (59)

(on textbook, page 31) or calculate directly by solving difference equations:

Px(Ta < Tb) =

∑b−1
y=x γy∑b−1
y=a γy

,

where γy = q1···qy
p1···py and a < x < b. In this gambler ruin problem

γy =

(
q

p

)y
.
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Put a = 0 and b = d, and 0 < x < d,

Px(T0 < Td) =

∑d−1
y=x(

q
p
)y∑d−1

y=0(
q
p
)y

=


( q
p
)x − ( q

p
)d

1− ( q
p
)d

, p 6= 1
2
;

d− x
d

, p = 1
2
.

26. Proof. Using (59) (on textbook, page 31), we have

Px(T0 < Tn) =

∑n−1
y=x γy∑n−1
y=0 γy

= 1−
∑x−1

y=0 γy∑n−1
y=0 γy

,

for 0 < x < n. Note that for x > 0, 1 ≤ Tx+1 < Tx+2 < · · · . Hence {T0 < Tn}∞n=1

forms a nondecreasing sequence of events. By continuity of the probability, we have

for x ≥ 1,

ρx0 = Px(T0 <∞) = Px

(
∞⋃
n=1

{T0 < Tn}

)
= lim

n→∞
Px(T0 < Tn) = 1− lim

n→∞

∑x−1
y=0 γy∑n−1
y=0 γy

.

(a) If
∑∞

y=0 γy =∞, then the above limit is 0 and ρx0 = 1.

(b) If
∑∞

y=0 γy <∞, then

ρx0 = 1−
∑x−1

y=0 γy∑∞
y=0 γy

=

∑∞
y=x γy∑∞
y=0 γy

.

27. Proof. (a) If q ≥ p, then
∞∑
y=0

γy =
∞∑
y=0

(
q

p

)y
≥

∞∑
y=0

1y =∞.

Hence by Q26(a), ρx0 = 1.

(b) If q < p, then
∞∑
y=0

γy =
∞∑
y=0

(
q

p

)y
=

1

1− q
p

=
p

p− q
<∞.

Hence by Q26(b) and
∑∞

y=x γy = (q/p)x · p/(p− q),

ρx0 =
(q/p)x · p/(p− q)

p/(p− q)
= (q/p)x.

29. (a) Proof. Note that for y ≥ 1,

γy =

y∏
x=1

qx
px

=
12 · 22 · · · y2

22 · · · y2 · (y + 1)2
=

1

(y + 1)2
.

Therefore,
∑∞

y=0 γy = 1 +
∑∞

y=1
1

(y+1)2
= π2

6
<∞. Hence the chain is transient.

(b) Solution. By Q26(b),

ρx0 =

∑∞
y=x γy∑∞
y=0 γy

= 1− 6

π2

x−1∑
y=0

1

(y + 1)2
.
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32. Solution. Note that in Example 14, the probability that the male line of a

given man eventually becomes extinct is ρ =
√

5− 2. Hence if X1 = 2, the probability

that the male line will continue forever is

1− ρ2 = 4(
√

5− 2) ≈ 0.9443.

34. Proof. The mean number of offspring is

µ =
∞∑
x=0

xf(x) =
∞∑
x=0

px(1− p)x =
1− p
p

.

If p ≥ 1/2, then µ ≤ 1 and so ρ = 1.

If p < 1/2, then µ > 1. We need to solve

t =
∞∑
y=0

p(1− p)yty =
p

1− (1− p)t
,

or equivalently,

(1− p)t2 − t+ p = 0.

This equation has two roots 1 and p
1−p . Consequently, ρ = p

1−p .

36. Proof. (a)

E[X2
n+1 | Xn = x] = E[(ξ1 + ξ2 + · · ·+ ξx)

2]

=
x∑
i=1

E(ξ2i ) + 2
∑

1≤i<j≤x

E(ξiξj)

=
x∑
i=1

(E(ξ2i )− (Eξi)
2) + (

x∑
i=1

Eξi)
2

= xσ2 + x2µ2.
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Optional Part

17. Proof. By Q16, there exists n,m ∈ Z+ such that P n(x, y) > 0 and Pm(y, z) > 0.

Then P n+m(x, z) ≥ P n(x, y)Pm(y, z) > 0. Hence by Q16, x leads to z.

23. Solution. Since
(
2d
y

)
= 2d

2d−y

(
2d−1
y

)
, we have

2d∑
y=0

P (x, y)
2d− y

2d
=

2d∑
y=0

(
2d− 1

y

)( x
2d

)y (
1− x

2d

)2d−y
=

2d− x
2d

2d−1∑
y=0

(
2d− 1

y

)( x
2d

)y (
1− x

2d

)2d−1−y
=

2d− x
2d

.

Compare with the one-step formula

ρ{0}(x) =
2d∑
y=0

P (x, y)ρ{0}(y).

Hence ρ{0}(x) = 2d−x
2d

, 0 < x < 2d.

25. Solution. (a) In Q24, let p = 9/19, q = 10/19, d = 1001 and x = 1000. Then

P1000(T0 < T1001) =
(10
9

)1001 − (10
9

)1000

(10
9

)1001 − 1
≈ 0.1.

(b) The expected loss is

1000 · P1000(T0 < T1001)− P1000(T0 > T1001) ≈ 100− 0.9 = 99.1.

28. Proof. If px ≤ qx, x ≥ 1, then
∞∑
y=0

γy = 1 +
∞∑
y=1

q1 · · · qy
p1 · · · py

≥ 1 +
∞∑
y=1

1y =∞.

Hence by Q26(a), ρ10 = 1. By one-step argument, we have

ρ00 = P (0, 0)ρ00 + P (0, 1)ρ10 = r0ρ00 + p0.

Since p0 + r0 = 1 and p0 > 0, we have ρ00 = 1, that is, state 0 is recurrent. As the

chain is irreducible, it is recurrent.

30. Solution. (a) Note that in Example 13, γx = 2( 1
x+1
− 1

x+2
). By (59), for

a < x < b,

Px(Ta < Tb) =

∑b−1
y=x γy∑b−1
y=a γy

=
2( 1

x+1
− 1

b+1
)

2( 1
a+1
− 1

b+1
)

=
(a+ 1)(b− x)

(x+ 1)(b− a)
.

(b) By Q26(b), for x > 0,

ρx0 =

∑∞
y=x γy∑∞
y=0 γy

=
2

x+1

2
=

1

x+ 1
.
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31. Proof. If f(0) > 0, then for any x > 0,

P (x, 0) = f(0)x > 0.

Since 0 is absorbing, any positive x is transient.

If f(0) = 0, then Xn is nondecreasing, that is, ρxy = 0 for x > y. Moreover, for

x > 0,

ρxx = P (x, x) = f(1)x < 1.

Hence any positive x is transient.

33. Solution. The mean number of offspring of one given particle is µ = 3/2 > 1.

Hence the extinction probability ρ is the root of the equation

1

2
+

1

2
t3 = t

lying in [0, 1). We can rewrite this equation as

(t− 1)(t2 + t− 1) = 0.

This equation has three roots, namely, 1, −1+
√
5

2
, and −1−

√
5

2
. Consequently, ρ = −1+

√
5

2
.

35. Proof. Note that for x ≥ 1,∑
y

yP (x, y) = Ex(X1) = E(ξ1 + ξ2 + · · ·+ ξx) = xE(ξ1) = µx.

Using Q13(b), we have Ex(Xn) = µnEx(X0) = xµn.

36.

(b) Using Total Expectation Formula, Q36(a) and Q35, we have

Ex(X
2
n+1) =

∑
y

Px(Xn = y)E[X2
n+1 | Xn = y]

=
∑
y

Px(Xn = y)(yσ2 + y2µ2)

= σ2
∑
y

yPx(Xn = y) + µ2
∑
y

y2Px(Xn = y)

= σ2Ex(Xn) + µ2Ex(X
2
n)

= xµnσ2 + µ2Ex(X
2
n).

(c) Use induction on n. For n = 1, using Q36(a), we have

Ex(X
2
1 ) = xσ2 + x2µ2.

Suppose that the formula holds for some n ≥ 1, then

Ex(X
2
n+1) = xµnσ2 + µ2Ex(X

2
n)

= xµnσ2 + µ2(xσ2(µn−1 + · · ·+ µ2(n−1)) + x2µ2n)

= xσ2(µn + · · ·+ µ2n) + x2µ2(n+1).

Hence the formula also holds for n+ 1.
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(d) If there are x particles initially, then by Q35 and Q36(c), for n ≥ 1,

VarXn = Ex(X
2
n)− (Ex(Xn))2 =

 xσ2µn−1
(

1− µn

1− µ

)
, µ 6= 1,

nxσ2, µ = 1.

37. Proof. (a) If f(0) = 0, then P (x, x − 1) = f(0) = 0 for x ≥ 1. That implies

ρxy = 0 for x > y ≥ 0. Hence the chain is not irreducible.

If f(0) + f(1) = 1, then P (x, y) = f(y − x + 1) = 0 for 1 ≤ x < y. That implies

ρxy = 0 for 1 ≤ x < y. Hence the chain is not irreducible.

(b) For x > y ≥ 0,

ρxy ≥ P (x, x− 1)P (x− 1, x− 2) · · ·P (y + 1, y) = (f(0))x−y > 0.

Since f(0) + f(1) < 1, there exists x0 ≥ 2 such that f(x0) > 0. Then for n ≥ 0,

ρ0,x0+n(x0−1) ≥ P (0, x0)P (x0, x0 + (x0 − 1))P (x0 + (x0 − 1), x0 + 2(x0 − 1)) · · ·
P (x0 + (n− 1)(x0 − 1), x0 + n(x0 − 1))

= f(x0)
n+1 > 0.

Now for any states x, y, there exists n such that x0 +n(x0− 1) > y. Since x leads to 0,

0 leads to x0 + n(x0 − 1), x0 + n(x0 − 1) leads to y, x also leads to y. Hence the chain

is irreducible.

38. Solution. (a) If f(1) = 1, all positive states 1, 2, . . . are absorbing and

recurrent, while 0 is transient.

(b) If f(0) > 0, f(1) > 0, and f(0) + f(1) = 1, states 0 and 1 are recurrent, while

2, 3, . . . are transient.

(c) If f(0) = 1, state 0 is absorbing and recurrent, while 1, 2, . . . are transient.

(d) If f(0) = 0 and f(1) < 1, all states are transient.


